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Block ciphers are length-preserving private-key encryption schemes. I.e., the private key of a block-cipher determines a permutation on strings of the length of its input. This permutation is used for encryption while the inverse permutation is used for decryption. Using a length-preserving encryption scheme saves on memory and prevents wasting communication bandwidth. Furthermore, it enables the easy incorporation of the encryption scheme into existing protocols or hardware components.

Often, block-ciphers have fixed (and relatively small) input length. This is especially true for hardware implementations. For example, the highly influential Data Encryption Standard (DES) has input length of 64 bits. In such a case, the block-cipher is used in some mode of operation that enables the encryption of longer messages. The standard modes of operation (proposed in the context of DES) are ECB, CBC, CFB and OFB. Unfortunately, all these modes reveal information on their inputs or on relations between different inputs. For instance, when using the CBC-mode, the encryptions of two messages with identical prefix will also have an identical prefix. The ECB-mode reveals even more information (i.e., equalities between any pair of plain-text blocks).

For some applications it is essential to have better security than that of the standard modes of operation. Such security is formalized by the concept of a pseudo-random permutation: Let \( f \) be a pseudo-random permutation, then if the encryption of a message \( M \) is \( f(M) \) then the only information this encryption leaks on \( M \) is whether or not \( M \) is equal to a previously encrypted message. For further discussion on the usage of pseudo-random permutations for encryption (and on the usage of length-preserving encryption in general) see [3, 5, 9].

This note describes a mode of operation for block-ciphers that achieves a strong notion of security: If the original block-cipher is a pseudo-random permutation then we get a pseudo-random permutation on the entire message (see a more quantitative statement below). The description is extracted from [9] where a framework for constructing and proving the security of pseudorandom permutations is introduced. In such a construction a pseudo-random permutation \( \Pi \) is defined to be the composition of three permutations: \( \Pi \equiv h_2^{-1} \circ A \circ h_1 \). In general, \( h_1 \) and \( h_2^{-1} \) are “lightweight,” and \( A \) is where most of the work is done. Intuitively, there are only a few bad inputs for \( A \) and the role of \( h_1 \) and \( h_2^{-1} \) is to “filter” out these inputs.

The Mode

Let \( E : \{0,1\}^\ell \mapsto \{0,1\}^\ell \) denote an encryption permutation on \( \ell \) bits and let \( E^{-1} \) be its inverse permutation. We define an encryption permutation \( \Pi : \{0,1\}^{b \cdot \ell} \mapsto \{0,1\}^{b \cdot \ell} \) on \( b \) blocks of \( \ell \) bits. In
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RC5 may be considered as a counter example though there the block size is directly related to the word-size.
fact, \( \Pi \) can be defined to get an input with arbitrary number of blocks. In the definition of \( \Pi \) we use two “non-cryptographic” (but secret) permutations, \( h_1 \) and \( h_2 \), on \( b \cdot \ell \) bits that will be defined in the subsequent.

**Definition of \( \Pi \):** \( P_1, P_2, \ldots, P_b \mapsto C_1, C_2, \ldots, C_b \) (see Figure 1 for an illustration):

Given \( b \) blocks of \( \ell \) bits \( P_1, P_2, \ldots, P_b \) as input, \( \Pi \) executes the following algorithm:

1. Compute \((I_1, I_2, \ldots, I_b) = h_1(P_1, P_2, \ldots, P_b)\), where each \( I_j \) is an \( \ell \)-bit string.
2. For \( 1 \leq j \leq b \) compute \( O_j = E(I_j) \).
3. Output \((C_1, C_2, \ldots, C_b) = h_2^{-1}(O_1, O_2, \ldots, O_b)\).

Inversion is just as simple:

1. Compute \((O_1, O_2, \ldots, O_b) = h_2(C_1, C_2, \ldots, C_b)\), where each \( I_j \) is an \( \ell \)-bit string.
2. For \( 1 \leq j \leq b \) compute \( I_j = E^{-1}(O_j) \).
3. Output \((P_1, P_2, \ldots, P_b) = h_1^{-1}(I_1, I_2, \ldots, I_b)\).

**Implementing \( h_1 \) and \( h_2 \)**

The crucial point for the application of the mode are the requirements from \( h_1 \) and \( h_2 \) (which are formally defined in [9]). We now describe one efficient way to construct \( h_1 \) and \( h_2 \). In this
construction we apply the concept of $\epsilon$-AXU$_2$ functions originally defined by Carter and Wegman [6]; We use the terminology of Rogaway [10]:

**Definition 1** A distribution on $\{0,1\}^m \rightarrow \{0,1\}^{n}$ functions $H$ is $\epsilon$-AXU$_2$ if for every pair of $m$-bit strings $x \neq y$ and every $z \in \{0,1\}^{n}$

$$\Pr_{h \in H}[h(x) \oplus h(y) = z] \leq \epsilon$$

where $\oplus$ denotes bit-by-bit exclusive-or.

For constructions of $\epsilon$-AXU$_2$ functions see e.g. [6, 7, 8, 10, 11, 12]. We note that some of these constructions are extremely efficient (both in computation and in key-size). We are mainly interested in $\epsilon$-AXU$_2$ functions with domain $\{0,1\}^m$ and range $\{0,1\}^n$, where $m \gg n$. In this case, a very attractive construction can be based on the functions of Halevi and Krawczyk [7]. Their functions are based on an inner product with a random vector over a moderate size field. The rate their implementation achieves is a few machine cycles per word.

The functions $h_1$ and $h_2$ can be implemented in the same way. Therefore, it is sufficient to concentrate on the definition of $h_1$. In this definition we use three $\epsilon'$-AXU$_2$ functions:

$$g : \{0,1\}^{\ell \cdot (b-1)} \mapsto \{0,1\}^\ell,$$

$$u_1 : \{0,1\}^\ell \mapsto \{0,1\}^\ell$$ and

$$u_2 : \{0,1\}^{|\log b|} \mapsto \{0,1\}^\ell$$
Definition of $h_1 : x_1, x_2, \ldots, x_b \mapsto y_1, y_2, \ldots, y_b$ (see Figure 2 for an illustration):

Given $b$ blocks of $\ell$ bits $x_1, x_2, \ldots, x_b$, the value $h_1(x_1, x_2, \ldots, x_b)$ is computed as follows:

1. Compute $x'_b = x_b \oplus g(x_1, x_2, \ldots, x_{b-1})$, where $\oplus$ denotes bit-by-bit exclusive-or.
2. Output $y_1, y_2, \ldots, y_b$, where for every $1 \leq i \leq b-1$ the string $y_i$ is defined as $x_i \oplus u_1(x'_b) \oplus u_2(i)$ and $y_b$ is defined to be $x'_b \oplus u_2(b)$.

Inversion is also simple:

1. Compute $x'_b = y_b \oplus u_2(b)$.
2. For every $1 \leq i \leq b-1$ compute $x_i = y_i \oplus u_1(x'_b) \oplus u_2(i)$.
3. Compute $x_b = x'_b \oplus g(x_1, x_2, \ldots, x_{b-1})$
4. Output $x_1, x_2, \ldots, x_b$.

A Few Words on Efficiency

Evaluating $h_1$ (or $h_1^{-1}$) is essentially equivalent to one computation of $g$ (a $\{0, 1\}^{\ell(b-1)} \mapsto \{0, 1\}^\ell$ function), one computation of $u_1$ (a $\{0, 1\}^\ell \mapsto \{0, 1\}^\ell$ function) and a few additional XOR operations per block. The values $u_2(i)$ are independent of the input and can therefore be computed in advance. Furthermore, computing $u_2(i+1)$ from $u_2(i)$ can be done easily. Therefore, the dominant factor seems to be the computation of $g$. Using efficient constructions of $\epsilon$-AXU$_2$ functions from large inputs to small outputs (e.g. those of [7]), we get an efficient function $h_1$. Since apart from evaluating $h_1$ and $h_1^{-1}$, computing $\Pi$ consists of one invocation of $E$ per block we get a very efficient mode of operation.

An important feature of this mode is that $\Pi$ is highly parallelizable. The only global operation is the computation of $g$ (and its parallelism depends on the exact choice of $g$). This is obviously important for implementation on parallel machines or in hardware but also has an additional advantage: It is possible that even on a sequential machine $b$ parallel evaluations of $E$ would be faster than $b$ sequential evaluations. An interesting way to amortize several (e.g., 64) evaluation of DES was proposed by Biham [4].

A Few Words on Security

In [9] it is proven that if $E$ is a pseudo-random permutation then so is $\Pi$. As noted above, this gives a strong notion of security. The only other place we are aware of that explicitly refers to the problem of constructing a pseudo-random permutation on the entire message is an unpublished work of Bellare and Rogaway [3]. They show how to convert the CBC-mode in order to get such a construction. The amount of work in their construction is comparable with two applications of the original CBC-mode (approximately twice the work of our construction).

It should be noted that $\Pi$ in our construction is vulnerable to a birthday attack on the size of the original block. In a sense, this is the best attack on $\Pi$. Moreover, most of the known modes of operation share this vulnerability (see [2] for the CBC-mode). More quantitatively, the best
advantage in distinguishing $\Pi$ from a random permutation with $q$ queries is essentially bounded by the best advantage in distinguishing $E$ from a random permutation with $q \cdot b$ queries plus

$$(q \cdot b)^2 \cdot \left(\frac{1}{2^{\ell-1}} + \epsilon\right)$$

where $\epsilon = 2^{-\ell} - \epsilon'$ can be made as small as we wish. Therefore, in order for $\Pi$ to be secure, it should be infeasible to make queries with a total number of $2^{\ell/2}$ blocks.

Even if the original block-size, $\ell$, is too small (e.g., $\ell = 80$) we can still use our mode in the following way: first apply a more secure transformation (see [1] for work in this direction) on $E$ to get a permutation $E'$ on 2 blocks and then apply our construction with $E'$ instead of $E$. Such an application makes sense since it retains most of the simplicity and efficiency of our mode.

**Discussion**

This note describes a simple mode of operation that is pseudo-random. I.e., it achieves security in a very strong sense: if the original block-cipher hides all information on the input (apart of equality between messages) than so does the resulting block-cipher. As described above, the standard modes of operation such as ECB and CBC leak additional information on their inputs. However, there is an inherent price to pay for such strong security: For any pseudo-random permutation, no part of its output can be computed before getting the entire input. This might be a problem when encrypting long data streams (since it requires memory space which is as large as the entire message and since it introduces additional latency to the system). Nevertheless, there are other scenarios where using this mode seems both feasible and desirable. For example, when encrypting data files the whole plaintext is available beforehand. Moreover, it might be important not to give an adversary that monitors the disc any information about locations of changes in files (or about the content of these changes). An additional way of using the mode of operation proposed here is by combining it with another mode such as CBC. The idea is to use the pseudo-random mode for increasing the block-length (e.g., from 64 bits to 1000 bytes) and then to apply the CBC-mode to the resulting block-cipher. Such a “combined-mode” is better than the pseudo-random mode in terms of latency and storage and better than the CBC-mode in terms of the information revealed on the input.
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